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Abstract 

Although generative artificial intelligence (GenAI) is reshaping language education globally, 

its integration into English for Specific Purposes (ESP) instruction in Iran has remained 

limited by rigid curricula, restricted autonomy, and a lack of authentic, discipline-specific 

resources. This study sought to address this gap by developing a contextualized co-design 

framework to align AI affordances with local pedagogical realities. Guided by theoretical 

triangulation, a hybrid methodology was employed that combined design-based research, co-

design, and participatory qualitative approaches. The needs analysis phase involved 26 ESP 

stakeholders, including eight instructors and 18 learners. In-depth interviews were then 

conducted with a subset of 19 participants—eight instructors and 11 learners. The final co-

design phase engaged a diverse group of stakeholders, including 12 instructors, learners, 

policymakers, and AI experts, to incorporate multiple perspectives into the model 

development process. As revealed by the findings, the learners prioritized personalization, 

writing support, and disciplinary adaptability, whereas the instructors emphasized controlled 

prompting, ethical literacy, and assessment redesign. Concerns shared between the two 

groups included overreliance, epistemic authority, and unequal digital access. The co-design 

process generated a cyclical instructional model incorporating dual human-check 

mechanisms, ethical self-reporting, bias-awareness checkpoints, multimodal feedback loops, 

and institutionalized teacher training. Offering a theoretically grounded and adaptable 

reference for discipline-specific AI use in ESP programs, this study’s framework can guide 

educators, curriculum designers, and policymakers in ESP contexts analogous to those 

investigated in this research. 
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INTRODUCTION 

Technological affordances of generative artificial intelligence (GenAI) tools, 

the state-of-the-art technology of the time, have evolved the routine practices 

in many fields of education, particularly English language learning and 

teaching, by promoting personalized learning, tailored discipline-specific 

content, and active learner engagement (Weng & Fu, 2025). The growing 

body of research over the past couple of years since the release of these smart 

tools (e.g., Abusahyon et al., 2023; Jegede, 2024; Krishnan & Zaini, 2025; 

Nguyen, 2025; Pan, 2024; Shakibaei et al., in press; Wu, 2024) has 

demonstrated their contributory role in enhancing various English learning 

outcomes, including writing, vocabulary development, and academic 

discourse rehearsal. The recent research line also accentuates the positive 

impact of this interactive, adaptive, and game-like learning atmosphere on 

learner motivation and self-directedness. The undeniable virtues of GenAI 

tools notwithstanding, the research evidence offers mixed conclusions about 

the most effective ways of embedding such technologies into mainstream 

language education. 

Serving as an indispensable part of the Iranian higher education 

curriculum, English for Specific Purposes (ESP) occupies a space between 

general language proficiency and discipline-specific literacy, equipping 

students with the communicative skills needed for scholarly work (Atai & 

Tahririan, 2003). Yet, even with ESP’s central place in the curriculum, 

progress is often stymied by inflexible syllabuses, minimal input from 

learners, limited subject matter expertise of instructors, and a scarcity of real-

world resources (Eslami, 2010; Mostafavi et al., 2021; Rajabi et al., 2012). 

GenAI tools influence ESP significantly by tailoring instruction to the 

specific professional and academic communication needs of learners (Elmotri 

et al., 2025). Although these advanced technological tools have shown great 

promise in ESP by enabling automatically tailored content, highly immersive 

and interactive simulations, and adaptive teaching methods that respond to 

individual differences, they also demand careful and sustained management 
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to prevent unintended consequences. Luckin et al. (2016) caution that, in the 

absence of disciplined, careful exploration, such innovations tend to intensify, 

rather than close, the enduring distance between curricular intent and the 

affordances of the digital tool, generating fragmentation in syllabus 

coherence, ethical governance, and infrastructural inequality across contexts. 

Introducing these systems to environments outside the global North, 

Iran included, falls far beyond a straightforward engineering undertaking; it 

also requires addressing divergent digital literacies, patchy institutional 

readiness, and deeply interwoven socio-cultural codes that collectively 

mediate educational practice (Derakhshan et al., 2025). The aggregation of 

these factors obliges a primary and unequivocal imperative: the conception 

and rollout of ESP pedagogies enabled by artificial intelligence (AI) must be 

inextricably anchored to the prevailing regional educational topography, must 

be regulated by ethical conventions whose rationale and applicability can be 

unequivocally defended, and must be calibrated to the operational and human 

terrains of the educational systems and their constituents. 

Inspired by the research-driven priority of deliberate, contextually 

attuned integration, this study aims to develop a hybrid model for generative 

AI in ESP teaching in Iran, grounded in theoretical and methodological 

triangulation and incorporating elements of interpretative, design-based, and 

co-design approaches. The triangulated theoretical framework was based on 

the Technological Pedagogical Content Knowledge (TPACK) model (Mishra 

& Koehler, 2006), the sociocultural theory (SCT; Lantolf & Thorne, 2006; 

Vygotsky, 1978), and the human-centered AI principles. Based on SCT, the 

scaffolding and mediating role of GenAI tools directs learners’ interactions, 

helping them progress within their Zone of Proximal Development (ZPD). 

The TPACK model calls for striking a balance among technology, pedagogy, 

and content knowledge, while reflecting on how to integrate AIs in 

mainstream educational settings, such as conventional ESP contexts, where 

instructors are expected to possess a broad array of intellectual assets 

(Maghsoudi, 2023). In line with these frameworks, human-centered AI 

stresses that ethical principles, cultural sensitivity, and equity should guide 
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the adoption of GenAI tools. The triangulated framework suggests that AI in 

ESP education should not be viewed as a mere technical tool. Instead, it 

represents a pedagogical practice shaped by interaction, teacher expertise, and 

ethical responsibility.  

 

LITERATURE REVIEW 

GenAI and ESP: Opportunities and Pitfalls 

The rapid roll-out of GenAI tools in the specific realm of ESP, where high-

level linguistic performance is characterized by subject-specific accuracy and 

adherence to professional standards, has sparked a wide spectrum of reactions 

varying from unbounded enthusiasm to profound apprehension. Early 

evidential data on AI-assisted language pedagogy (e.g., Ahmed et al., 2025; 

Lai, 2025) have testified several favorable outcomes, such as drafting 

acceleration, writing burden reduction, cognitive load reduction, and 

structured lexical repertoire expansion. Appealing and rewarding 

notwithstanding, these attainments are difficult to generalize to deeper 

disciplinary competence, since AI models often prioritize overall coherence 

over domain-specific accuracy. This priority accentuates the model’s 

weakness in supporting advanced ESP tasks highly contingent on lexical 

precision and discourse convention adherence (Demirdöken, 2024; Puspasari 

& Agustina, 2025; Zhyhadlo & Zaiarna, 2025). 

 A detailed scrutiny of the research body on the educational 

consequences of GenAI tools shows that promising educational outcomes are 

mainly the natural product of integrating these tools into structured 

pedagogical practices, such as peer- and teacher-facilitated feedback, guided 

revisions based on rubrics, or sequential drafting stages (Giannakos et al., 

2024; Holstein et al., 2019; Noroozi et al., 2024; Renfeng et al., 2025). On 

the contrary, GenAI facilities used in isolation, detached from scaffolded 

pedagogical routines, inevitably spark automation-induced bias and 

overreliance, two major technology use concerns that reduce autonomy and 

reflective language awareness (Artyukhov et al., 2025; Marchena Sekli et al., 
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2024; Zaim et al., 2025). In ESP settings, where professional standards and 

disciplinary credibility are highly consequential, such risks are particularly 

pronounced. The literature therefore suggests that effective integration 

requires clarity on the division of labor between human actors and AI 

systems, yet most current studies under-specify these human “gatekeeping” 

points. 

 

Constraints on Adopting GenAI tools in ESP Pedagogy 

Current literature acknowledges that assessment frameworks fundamentally 

influence the efficacy of GenAI in language learning. Predominantly product-

oriented evaluation systems, prevalent especially in ESP programs under 

centralized governance, allow learners to submit polished AI-generated texts 

that may lack authentic disciplinary mastery, a phenomenon termed the 

“rebound effect” (Francis et al., 2025; Smith et al., 2025; Zawacki-Richter et 

al., 2019). On the other hand, as implied by empirical data (e.g., Weng et al., 

2024; Xia et al., 2024), process-oriented assessments, such as revision 

monitoring and oral examinations/defenses, not only can establish assessment 

validity but also reduce blind dependence on AI output.  

Furthermore, equity challenges, such as hardware availability 

disparities, digital literacy differences, and instructor professional 

development variations, pose significant barriers to widespread adoption of 

AI-enhanced teaching and learning (Jia, 2025; Pawar& Khose, 2024). The 

ways through which equity issues enumerated above can hinder AI 

integration in environments lacking strong instructional and infrastructural 

support are elucidated in a couple of recent studies (e.g., Dolba et al., 2023; 

Zipf et al., 2025).  

Foresight in continuous professional development is another essential 

tenet; without it, AI integration in ESP education risks remaining fragmented 

and short-lived, undermining instructional quality and reinforcing unequal 

access to its benefits. The absence of sustained professional development 

programs, as supported by evidential data (e.g., Roshan et al., 2024; Shrestha 
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et al., 2025), may be attributed to the TPACK framework’s flaw in capturing 

the specialized expertise required to align AI tools with the complex needs of 

ESP disciplines. 

 

Contextual Challenges in the Iranian ESP Context 

The Iranian ESP context faces a range of instructional challenges that affect 

both teaching practices and learning experiences. One of these challenges is 

the lack of ongoing development in professional knowledge and digital 

literacy aligned with emerging technologies among ESP instructors. This 

limitation, as evidenced by research (e.g., Dashtestani & Stojković, 2016; 

Ghiasvand et al., 2024; Nezakatgoo & Behzadpoor, 2017), may hinder 

meaningful and effective implementation of AI-enhanced pedagogies. 

Additionally, as supported by evidential data (e.g., Mostafaei Alaei, 2016; 

Mostafavi et al., 2021), rigid, high-stakes assessments and prescribed 

teaching goals embedded in ESP curricula provide little room to develop AI-

driven, discipline-specific discourse, a core demand of the future workplace. 

Such pedagogical constraints do not exist in isolation; they interact with 

persistent infrastructural fragility. Day-to-day access to learning AI tools is 

still disrupted by erratic connectivity, aging computers, and unpredictable 

cycles of basic tech support (Hosseini Moghadam, 2023). Taken together, 

these administrative and hardware characteristics compound the uneven 

ability of schools to integrate AI effectively, marginalizing learners for whom 

consistent, quality, and prepared exposure to technology is most essential to 

the pedagogical goals they otherwise pursue (Parviz, 2024). 

 

Research Gap and Questions 

In summary, the existing literature reflects four critical gaps: insufficient 

validation of GenAI’s applicability to discipline-specific ESP 

communication; unclear delineation of human and AI roles in pedagogy; 

predominance of product-based rather than process-sensitive assessment; and 

scarcity of context-sensitive, longitudinal, co-designed models, particularly 
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within Iranian educational realities. This study addresses these deficits by 

collaboratively exploring the perceptions, needs, and constraints of Iranian 

ESP learners and instructors engaged with AI-assisted ESP instruction, as 

well as co-designing a contextualized, sustainable framework for GenAI 

integration. The research questions are as follows: 

 

1. What perceptions, needs, and contextual challenges do ESP 

instructors and ESP learners hold regarding the integration of 

generative AI into Iranian ESP education? 

2. How can a co-design process involving ESP instructors, ESP learners, 

university policymakers, and AI specialists produce a contextualized 

model for using generative AI tools in Iranian ESP classrooms? 

 

METHOD 

Research Design 

The current study benefited from a combined research design that integrated 

the principles of a qualitative interpretative approach (Adam, 2020), co-

design methodology (Sanders & Stappers, 2014; Spinuzzi, 2005), and design-

based research (DBR) (McKenney & Reeves, 2012) to fulfill its specific 

purposes. This integrated methodology was informed by a theoretical 

triangulation, which employed the tenets of the SCT, the TPACK framework, 

and human-centered AI principles in designing data collection instruments, 

developing coding schemes, and interpreting the findings. SCT informed the 

exploration of contextual and interactional factors in AI-assisted ESP 

instruction, while the TPACK framework directed attention to the intersection 

of technological, pedagogical, and content knowledge. On the other hand, the 

research’s focus on stakeholder-centered design and ethical considerations, 

as manifested through ethical concern cards and scenario tasks in the co-

design phase, was grounded in the tenets of the human-centered AI theory. 

This theoretical triangulation ensured the comprehensiveness of data 
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collection and analysis procedures, capturing all cognitive, technological, 

pedagogical, and ethical dimensions in the development of the target model.  

The use of an interpretative design in the initial stage of the work 

suited the core objective of the study: to explore the pedagogical and learning 

needs, perceptions, and contextual challenges of key stakeholders involved in 

AI-assisted ESP instruction in an Iranian EFL context. A purposive sample 

of ESP instructors and learners was asked to share their lived experiences and 

the socio-cultural factors shaping their engagement with AI in ESP 

instruction. The co-design approach, on the other hand, facilitated the 

development of a contextualized pedagogical model for AI integration in ESP 

instructional routines. While co-design originated primarily in digital tool 

development, research (e.g., Holmlid, 2009; Luckin et al., 2016) confirms its 

practical applicability in developing pedagogical frameworks. The DBR 

tenets called for iterative modeling and active, real-world engagement of the 

stakeholders in developing a context-responsive pedagogical model suited to 

contextual realities, ethical considerations, and stakeholder needs.  

A three-phase data collection process was utilized to (1) analyze the 

context-specific needs, perceptions, and challenges pertinent to an AI-assisted 

ESP instruction; (2) deepen and validate the data drawn from the needs 

analysis and contextual exploration phase through semi-structured 

interviews; and (3) finalize and verify the model through co-design 

participatory workshops. The generative toolkit used in the co-design phase 

was developed by jointly analyzing individual data from the first and second 

phases. In the third phase, the outputs of each workshop were iteratively 

analyzed as inputs in future ones, thereby allowing continuous refinement and 

validation of the emergent model. (see Figure 1). 
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Figure 1. Research Design and Procedure 

Participants 

A 26-member, purposively chosen sample of ESP teachers and learners, as 

the target models’ stakeholders, was recruited to conduct the introductory 

stage of the study. The participants included eight ESP instructors and 18 ESP 

learners from four Islamic Azad University branches in Iran, including 

Isfahan (Khorasgan), Najafabad, Shahreza, and Naein. The author’s prior 

institutional affiliation, which enhanced the logistical feasibility of a 

sustained field engagement throughout the study, was the core reason for 

delimiting the participant population to university branches enumerated 

above. The key criteria for the instructor sample included five years (or more) 

of ESP teaching experience, prior experience integrating an AI tool into ESL 

teaching practices, and willingness to participate in the study. To select the 
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learner participants, snowball sampling was employed, and the instructors 

were asked to identify learners within their classrooms who have first-hand 

experience with using one or more forms of AI in ESP learning and are 

willing to participate in the study. The demographic information for Phase I 

participants is presented in Table 1. 
 

Table 1. Demographics of Phase I Participants 

Group N 
Gender  Age 

(M)  
Academic Background 

Male Female 

Instructor 8 5 3 52.6 

Teaching English as a Foreign Language 

(TEFL), English Language Translation, 

Industrial Engineering, Microbiology, 

Computer Engineering 

Learner 18 7 11 22.8 

(Automotive, Mechanical, Computer, 

Electronic, Civil, Industrial) Engineering, 

English Language Translation, Psychology, 

Urban Planning, Microbiology, Chemistry, 

Physical Education, Nursing, Architecture, 

Accounting, Educational Science, Banking 

Management, Media Management, 

Curriculum Planning 
 

From among those who participated in Phase I, a 19-member group, 

containing all eight ESP instructors and 11 out of the 18 ESP learners, 

expressed their availability and willingness to proceed with the study, 

attending in-depth semi-structured interviews. The selection of individuals 

who had previously participated in phase I ensured the depth and continuity 

of data collection, thereby allowing for triangulated, context-informed 

qualitative data collection.  

Of all the participants from prior phases, three ESP instructors and 

three ESP learners were invited to participate in the co-design phase. Along 

with these six key stakeholders, three university-affiliated policymakers (two 

language department chairs and one university president) and three AI experts 

(two specialists in educational technology and one human-centered AI design 

expert) participated in the co-design phase. The inclusion of different groups 

of stakeholders enhanced model comprehensiveness, ensuring due regard for 
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various learning, teaching, executive, and technological considerations. The 

co-design team members were purposively selected based on their active 

engagement in earlier phases (as for ESP instructors or learners), disciplinary 

relevance, and willingness to participate in the co-design stage.  

The participants’ involvement in every research phase required their 

written consents and full awareness of the objectives and procedures. They 

were also assured of anonymity and secure storage of their data. In addition 

to adhering to ethical research standards, such as those outlined by the 

Institutional Review Board (IRB), the study acknowledged AI-related ethical 

challenges, particularly during the co-design phase when developing ethical 

concern cards to encourage active participation and engagement. The 

participants were assured of their right to withdraw at any stage.  
 

Instruments 

Different qualitative data gathering instruments, suited to participatory and 

co-design tenets (Adam, 2020; Sanders & Stappers, 2014; Spinuzzi, 2005), 

were employed to address the research questions. The instruments were all 

pilot tested and administered based on pre-determined protocols to enhance 

instrument reliability and implementation rigor, respectively.  
 

Cultural Probes (CPs) and Participatory Mapping Tasks (PMTs) 

CPs were used to explore the participants’ perceptions of and experiences 

with AI use in ESP contexts on an individual basis. They were structured 

around three main parts, including (a) a daily reflection card, which probed 

into learners’ and instructors’ perceptions about effective pedagogical tasks, 

use of AI tools, and challenges faced in their ESP classes; (b) a class day 

mapping sheet, which asked the respondents to mark their class structure, AI 

used in it, as well as confusion/success points found; and (c) a speculative AI 

prompt, which asked the participants to imagine and describe the affordances, 

consequences, and challenges of an AI assistant in their ESP class. Designed 

in two different versions for ESP instructors and learners, the instrument 

consisted of an instructor version that probed into lesson success, AI tool 
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usage, and instructional adaptation, whereas the learner version focused on 

learning supports, AI experiences, and points of confusion.   

The other instrument used for data gathering, PMTs, included two task 

categories: scenario sketching and ESP environment mapping. The first task 

involved both ESP instructors and learners plotting either a helpful (ideal) or 

an unhelpful (problematic) AI-enhanced ESP class, to determine the distinct 

roles of all stakeholders (AI, instructor, and learner). The second task asked 

them to draw their own ESP class (physical/digital) spaces by highlighting 

supports, hindrances, and communication processes thereof. The tasks were 

identical for both instructor and learner participants.   
 

Semi-Structured Interview Protocol 

Semi-structured interviews were used to explore the practices and perceptions 

of ESP instructors and learners regarding the integration of AI in ESP 

pedagogy. Every interview entailed answering 12 open-ended questions 

about participant background and digital experiences (two questions), AI 

conceptualization and practice (two questions), AI opportunities and 

challenges (two questions), instructional roles and ethical principles of AI use 

(three questions), and AI design/trust factors (three questions). In alignment 

with the triangulated theoretical framework of the study (socio-cultural, 

TPACK, and human-centered AI theories), the interview questions covered 

cognitive, pedagogical, technological, and ethical dimensions to provide an 

in-depth account of AI-assisted ESP instruction. The interview protocol 

entailed using concise prompts to elicit detailed and in-depth answers. 
 

Generative Co-design Toolkit 

A generative co-design toolkit, including (a) role insight cards (RICs), (b) 

ethical concern cards (ECCs), (c) scenario storyboard templates (SSTs), and 

d) a set of pre-printed modeling stickers and icon sheets for flowchart 

construction, was designed to gather participatory-generated co-design data. 

The toolkit’s distinct parts were based on the core themes that emerged from 

analyzing the key stakeholders’ learning/pedagogical routines, experiences, 

and expectations. Synthesizing the participants’ pedagogical and learning 
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profiles from their responses to PMTs and semi-structured interviews, the 

analysis enabled perspective-based role adoption via RICs throughout the co-

design tasks. ECCs promoted context-situated reflection planning, presenting 

primary dilemmas, tensions, and ethical concerns regarding human-AI 

interactions drawn from sub-themes that emerged from phase I and II 

findings. SSTs were intended to integrate ethical and pedagogical insights 

through blank narrative frameworks, asking different participant groups to 

depict practical scenarios of optimal and problematic AI-enhanced ESP 

instruction. The pre-designed, printed modeling stickers and icon sheets 

included standardized shapes (rectangles for actions, diamonds for decisions, 

circles for start/end) and pictograms for roles (teacher, learner, AI, etc.) and 

functions (feedback, risks, checkpoints, etc.). 
 

Data Collection Procedure 

The data collection process was structured into three sequential and iterative 

phases. Table 2 provides a concise overview of the purpose, main activities, 

data sources, and participants for each phase. 

Table 2. Overview of the Three-Phase Data Collection Procedure 

Phase Purpose Main Activities Data Sources Participants 

Phase I 

Contextual 

exploration & 

needs analysis 

Cultural Probes 

(CPs), Participatory 

Mapping Tasks 

(PMTs), workshop-

style administration 

Reflection cards, 

class mappings, 

speculative 

prompts, 

sketches 

8 ESP instructors 

+ 18 ESP learners 

(N=26) 

Phase II 

Deepening and 

triangulation of 

Phase I findings 

In-depth semi-

structured 

interviews 

Interview 

transcripts 

8 ESP instructors 

+ 11 ESP learners 

(N=19) 

Phase III 

Participatory 

model 

development & 

validation 

Three iterative co-

design workshops 

using generative 

toolkit (RICs, 

ECCs, SSTs, 

flowcharts) 

Role/ethical 

cards, 

storyboards, 

flowcharts, audio 

recordings, 

researcher notes 

3 ESP learners + 

3 ESP instructors 

+ 3 policymakers 

+ 3 AI experts 

(N=12) 

 

Phase I: Contextual Exploration and Needs Analysis 

The initial data gathering phase, which entailed eliciting data from both 

participant groups’ pedagogical/learning experiences, challenges, and 
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expectations regarding AI integration into ESP instruction, unfolded across 

two stages. During the first phase, all participants received face-to-face 

guidance from the researcher on responding to the CPs, which could be 

completed either in person after class or independently at home and submitted 

before the following session. Over the data collection span, the researcher 

remained available to answer questions and provide both online and in-person 

assistance. The second stage entailed eliciting data through PMTs 

administered in participatory workshops at the four university branches. To 

this end, during a 90-minute workshop, the ESP instructors and learners 

participated in group discussions, narrative elaboration, and sketching 

activities required by PMTs. The workshop sessions were held in Persian to 

enhance cultural and linguistic relevance. 
 

Phase II: In-depth Semi-structured Interviews 

The second research phase entailed in-depth semi-structured interviews with 

ESP learners and instructors regarding their learning, teaching, ethical, and 

conceptual ideas pertinent to an AI-assisted ESP pedagogy. The interview 

consisted of 12 open-ended questions, categorized under six probing themes 

(two questions per theme), including digital background, conceptual 

understanding of AI use, opportunities and challenges of AI use, learning and 

teaching roles, ethical and trust concerns, and design expectations. Based on 

the participants’ convenience and choice, the interviews, each lasting between 

30 and 40 minutes, were conducted either face-to-face or virtually. The 

preplanned interview protocol encouraged a conversational style in 

interviewing and asking follow-up clarification questions when needed to 

guarantee data authenticity and clarity. Though all interviews were conducted 

and transcribed in Persian, the selected transcripts for thematic analysis and 

report were rendered into English.  
 

Phase III: Generative Co-Design Workshops 

The co-design phase comprised three participatory workshops held over two 

weeks at a private venue arranged by the researcher. All three workshops 

involved the participation of the whole 12-member co-design team. 
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Conducted in Persian, the workshops prioritized clear communication and 

cultural relevance. The procedure for generative data gathering is detailed as 

follows: 
 

Workshop 1 

The first workshop marked the progression from exploratory data collection 

(Phases I & II) toward the participatory and generative design. It was a five-

hour participatory session with a 30-minute break to maintain productivity 

that entailed going through a protocol aligned with the tasks and activities in 

the generative co-design toolkit. First, the co-design team was split into three 

groups with members of mixed roles to encourage balanced dialogue, shared 

sense-making, and interdisciplinary collaboration. Then, using RICs, every 

group was involved in jointly mapping role-specific needs, values, and 

concerns. Next, every mixed-role group used ECCs to examine short 

speculative cases, highlighting common ethical issues in AI-enhanced ESP 

(e.g., bias, overreliance, trust) and document proposed resolutions and 

underlying reasoning on annotated sheets. Subsequently, the members in each 

group drafted their ideal and problematic instructional scenarios individually, 

integrating role priorities, ethical considerations, and process models. The 

initial sketches of scenarios were refined through participatory group 

discussions. Lastly, every group embarked on co-creating prototype 

instructional flows, defining communication pathways, feedback loops, and 

task sequences using layout templates and pre-determined role and action 

icons/shapes. Given the workshop’s in-person setting without digital 

collaboration tools, the co-design team employed physical materials, such as 

large poster boards and printed paper-based stickers/icons, to represent roles 

and actions.  

 During the first generative workshop, the researcher took a dual 

facilitator-observer role, whereby he confined his intervening role to 

providing highly required guidance and clarification explanations. Based on 

his observer role, he adopted a protocol that included turn-taking, role 

rotation, and lost voice evocation strategies to promote equitable 
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participation, open conversation, and respectful listening during the 

workshop. All these minimal interventions were documented in observational 

memos to ensure transparency and reflexivity. 
 

Workshop 2 

Having analyzed the data from workshop one, a second workshop of three 

hours was held to review and refine the emerging topics and preliminary 

models obtained from the initially gathered data. By sharing their experiences 

and implementing specific actions, the participants offered feedback and 

recommendations to enhance the AI-assisted ESP teaching methodology. In 

this stage, unlike the group-based structure of Workshop 1, all twelve 

participants engaged in whole-group discussions where each member had the 

chance to review, question, and refine the synthesized results. Divergences 

across the prototype flow diagrams were collectively examined until 

consensus was reached, ambiguities were clarified by the researcher or peers, 

and proposed expansion areas were added whenever supported by a majority 

agreement. The researcher guided the process by providing compiled 

findings, facilitating dialogues among participants, and taking observational 

notes.  
 

Workshop 3 

Following another week of analysis, the final two-hour session was conducted 

to validate and finalize the pedagogical model with participant consensus. In 

the last workshop, all team members had their individual turn to openly 

express their final views and considerations after collaboratively reviewing 

the refined model developed based on the refinements proposed in Workshop 

2. The participants were asked to have due regard for evaluating the models’ 

trustworthiness and applicability in the target context while working in their 

groups. The researcher’s role in this workshop was confined to observing 

group-based, consensus-making practices and documenting individually 

articulated, final feedback and reflections.  
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Data Analysis  

The thematic schemes from analyzing Phases I and II data were integrated 

and triangulated to develop a comprehensive response to the first research 

question, which explored the needs, perceptions, and contextual challenges of 

key stakeholders regarding an AI-assisted ESP instruction. Phase I data 

encompassed a multifaceted collection of qualitative inputs, including daily 

reflection cards, class mapping sheets, artifact pictures, prompted narrative 

transcriptions, field notes, audio-video recordings, scenario sketches, 

environment diagrams, and different visual artifacts. Semi-structured 

interview transcripts constituted the Phase II data. No predefined template 

guided the thematic analysis, thereby allowing the emergence of inductive 

data-driven themes suited to the study’s design-based goal of developing a 

context-relevant, AI-assisted ESP instruction model through iterative co-

design. Once emerged, the inductive themes were categorized under the three 

overarching inquiry themes probed by the first research question.  

Regarding the second research question, the analytical focus centered 

primarily on the co-design phase. The qualitative dataset generated in the 

workshops, including textual data gathered through IRCs and ECCs, 

audiovisual recordings of the sessions, prototype instructional flowcharts, and 

scenario storyboards, was subjected to thematic analysis to define meaningful 

connections between core emergent themes during phases I and II, including 

pedagogical routines and practices, ethical considerations, participant roles, 

and AI integration affordances. The findings from every workshop informed 

the tasks and procedures in the next one to encourage team alignment, 

iterative collaboration, and continuous model improvement. By the end of 

each workshop, the outcomes were scrutinized again to identify any necessary 

modifications and obtain final approval from the co-design team. 

The analysis of textual data gathered across all phases followed a 

consistent, inductive framework based on Braun and Clark’s (2006) six-step 

thematic analysis rubric, including familiarization, initial coding, initial 

theme generation, theme review, final theme generation, and report 
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development. The analytical approach aligned with the interpretive and 

design-based nature of the study, providing a rich, context-specific thematic 

scheme that emerges naturally from diverse data sources without reliance on 

predefined coding templates. The entire analytical process was conducted 

manually to capture subtle, context-specific meanings in participants’ 

responses. 

The analysis incorporated visual and material artifacts alongside 

textual data through an artifact-based approach (Bagnoli, 2009; Rose, 2016). 

The Phase I visual data consisted of reflection cards and scenario sketches 

from cultural probes, whereas Phase III generated storyboards and prototype 

instructional flowcharts. These visual data underwent a two-tier analytical 

process: first documenting visual elements like symbols and annotations, then 

interpreting their functional purpose by identifying AI decision points, human 

review stages, and risk indicators. These visual findings were systematically 

cross-referenced with textual themes to ensure comprehensive interpretation 

of stakeholder perspectives. 

Intercoder reliability was checked to ensure the analytic rigor and to 

counter any potential bias. Having conducted the whole analytical process, 

the researcher asked an independent expert in ESP instruction, familiar with 

the research objectives, to review samples of coded transcripts and visual 

materials. The intercoder reliability index (Cohen’s κ = 0.79) proved 

acceptable; however, all coding inconsistencies were reviewed and rectified 

through consensus conversations. 
 

RESULTS 

The results are presented in two main sections that directly correspond to the 

two research questions, thereby enhancing readability and structural clarity. 

The first section synthesizes ESP instructors’ and learners’ perceptions, 

needs, and contextual challenges related to the integration of generative AI in 

Iranian ESP education (RQ1). The second section describes the participatory 

co-design process and presents the resulting contextualized pedagogical 

model (RQ2). 
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Addressing the First Research Question 

Results From CPs and PMTs 

Tables A1 and A2 in the Appendix detail the thematic analysis results related 

to the ESP instructors and learners, respectively. As seen in these tables, the 

themes and subthemes that emerged from the instructor- and learner-elicited 

data differed to a great extent. There were points of convergence regarding 

challenges in AI use, such as concerns about overreliance on AI output and 

access inequities, but the emergent themes diverged in most cases. A clear 

example is the instructors’ emphasis on controlled prompting and assessment 

reframing, which contrasts with the learners’ focus on personalized support 

and discipline-specific adjustments. These salient discrepancies in themes 

and subthemes underlined the necessity of an independent analysis of the 

thematic results drawn from ESP instructors and learners. Given that the 

research question explored the two groups’ needs, perceptions, and contextual 

challenges with respect to AI-enhanced ESP instruction, all emergent themes 

and subthemes were subsequently grouped under three analytical categories: 

Pedagogical/Learning Needs, AI Integration Perceptions, and Contextual 

Challenges/Concerns (see Table 3). 

As Table 3 shows, with respect to Needs, the ESP instructors 

emphasized pedagogical adaptations such as controlled prompting, reframed 

assessments, and fostering ethical awareness. The ESP learners, by contrast, 

voiced the need for personalized support, including AI-assisted vocabulary 

and writing development, language proficiency scaffolding, and field-specific 

adjustments, while also calling for a teacher-led human–AI balance. 

Regarding AI integration, both ESP instructors and learners warned of the 

overreliance hazard; the ESP instructors further pointed to reduced autonomy 

and questioned AI’s accuracy in specialized subjects, whereas the ESP 

learners, though more hopeful and reporting positive experiences, also raised 

concerns over fairness and academic honesty. Finally, under Contextual 

Challenges, the ESP instructors underscored sequencing and prioritization 

difficulties, while both groups cited digital literacy gaps and unequal access. 
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The ESP learners additionally reported frustrations with AI misinterpretations 

and limitations tied to institutional constraints. 
 

Table 3. Thematic Analysis Results based on the Data from CPs and PMTs  

Category Theme Subtheme Stakeholder 

P
ed

ag
o

g
ic

al
 

/L
ea

rn
in

g
 N

ee
d

s 

Learning Supports AI-based Vocabulary Aids Learner 

Pedagogical Adaptations Controlled Prompting Strategies Instructor 

Pedagogical Adaptations Reframing Assessment Tasks Instructor 

Pedagogical Adaptations Ethical Awareness Development Instructor 

Learning Supports Writing Assistance Learner 

Expectations/Attitudes Human-AI Balance Learner 

Learning Supports 
Personalized /Customized 

Learning 
Learner 

Learning Context 

Influences 
Language Proficiency Supports Learner 

Learning Context 

Influences 
Discipline-Specific Needs Learner 

A
I 

In
te

g
ra

ti
o
n

 

P
er

ce
p

ti
o

n
s 

Expectations/Attitudes Optimism about AI Potential Learner 

AI Integration Experiences Positive Engagement Learner 

AI Use Challenges 
Overreliance/Reduced 

Autonomy 
Instructor 

Expectations/Attitudes Ethical and Academic Concerns Learner 

AI Use Challenges Doubt in Epistemic Authority Instructor 

AI Use Challenges Overreliance on AI Learner 

C
o

n
te

x
tu

al
 C

h
al

le
n

g
es

 

/C
o

n
ce

rn
s 

AI Use Challenges Digital Literacy Gaps Learner 

AI Integration Experiences Access Inequity Learner 

AI Integration Experiences Confusions/Frustrations Learner 

AI Use Challenges 
Unequal Access & Digital 

Literacy 
Instructor 

Pedagogical Routines AI Use in Routine Instructions Instructor 

Pedagogical Routines Task Priorities/Sequencing Instructor 

Learning Context 

Influences 
Institutional Environment Learner 

 

Results from Semi-structured Interviews 

After analyzing the data from CPs and PMTs, the ESP instructors and 

learners’ interview transcripts were independently subjected to a similar 

thematic analytical procedure. Tables A3 and A4 in the Appendix detail the 

thematic analysis results based on the ESP instructors and learners’ interview 
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data, respectively. A synthesis of the results from interview data analysis is 

shown in Table 4.  
 

Table 4. Thematic Analysis Results based on the Interview Data  

Ctg. Theme Subtheme Stakeholder 

P
ed

ag
o
g

ic
al

 

/L
ea

rn
in

g
 N

ee
d

s 

 

Dig. Experience & Tools Usage Initial AI Adoption Instructor 

Dig. Experience & Tools Usage Informal Early AI Use Learner 

Dig. Experience & Tools Usage Familiarity with Digital Tools Instructor 

AI Design Expectations Preferred AI Features Instructor 

AI Design Expectations AI Adoption Requirements Instructor 

AI Design Expectations Field-Specific Functionality Learner 

AI Design Expectations Transparent, Justified Feedback Learner 

AI Use Chl. & Opp. Personalized Learning Potential Learner 

Instructional/Ethical Roles Ethical Tenets Instructor 

Instructional/Ethical Roles Ethical Transparency and Equity Learner 

Instructional/Ethical Roles Human-governed Tasks Instructor 

Conceptual Understanding of AI AI Application in ESP Instructor 

Conceptual Understanding of AI AI as a Learning Facilitator Learner 

A
I 

In
te

g
ra

ti
o

n
 

P
er

ce
p

ti
o

n
s 

 

Conceptual Understanding of AI AI Definition in Education Instructor 

Conceptual Understanding of AI AI Definition in Learning Learner 

Instructional/Ethical Roles Evolving Instructor/Learner Roles Instructor 

Instructional/Ethical Roles Instructors as Facilitators Learner 

AI Use Chl. & Opp. AI Supportive Role Instructor 

AI Use Chl. & Opp. Overdependence & Errors Risks Learner 

AI Use Chl. & Opp. Academic Integrity & Plagiarism Learner 

AI Design Expectations AI Acceptance Factors Instructor 

C
o

n
te

x
tu

al
 

C
h

al
le

n
g

es
 

/C
o

n
ce

rn
s 

AI Use Chl. & Opp. AI Use Risks / Challenges Instructor 

Dig. Experience & Tools Usage Diverse Digital Literacy Learner 

AI Design Expectations Institutional Policy & Training Learner 

Instructional/Ethical Roles Human-led Assessment Learner 

Note. Ctg. stands for “category”, Dig. stands for digital, and Chl. & Opp stands for 

challenges and opportunities 

 

As shown in Table 4, under Needs, the instructors highlighted their familiarity 

with digital tools, early stages of AI adoption, and expectations for AI design, 

stressing preferred features, transparency, pedagogical suitability, and ethical 

responsibilities such as preserving human-led decision-making. The learners 

emphasized AI-specific interfaces, personalized learning abilities, and fair 

feedback, while both groups showed changing perspectives on AI, with the 

instructors stressing domain-specific usefulness and the learners perceiving 
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AI as enhancing their learning. Regarding AI integration perceptions, the 

instructors focused on AI’s evolving role from content delivery to facilitation 

and on factors shaping its acceptance, including relevance, ethical 

compatibility, and instructional suitability. The learners echoed this shift, 

viewing instructors as guides but also raising concerns over overreliance, 

error-prone outputs, and risks to academic integrity. Finally, under Contextual 

Challenges, the instructors discussed broader dangers such as unintended 

consequences and misuse, whereas the learners underscored digital literacy 

gaps, institutional constraints, training needs, and ethical issues in human-led 

assessment, calling for transparent and fair AI use in evaluation. 
 

Synthesized Results  

Figure 2 provides a thematic response to the first research question by 

integrating the results from different data resources (CPs, PMTs, and 

interviews). The shift from source-specific results in Tables 3 and 6 to the 

synthesized, streamlined thematic structure in Figure 2 entailed consolidating 

overlapping subthemes into broader categories while preserving distinct 

insights. 
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Figure 2. Thematic Categorization of ESP Stakeholders’ Data in Response to 

Research Question One 

 

Addressing the Second Research Question 

Workshop 1 Results 

The diverse data sets gathered in Workshop 1 fell into two main categories: 

textual data from RICs and ECCs, and visual data, including collaboratively 

created flow diagrams and storyboards using paper markers and handwritten 
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annotations. The dual analytical framework combined inductive thematic 

analysis of textual data with artifact-based coding of visual materials, 

addressing both symbolic representations (markers, annotations) and 

functional instructional sequences (AI initiation, review gates, feedback 

loops). Additionally, observational field notes and memos on group dynamics 

and decision-making processes were used to enhance the interpretive validity 

and contextual richness of the emergent themes. The results are presented in 

the following sub-sections. 
 

Role-specific Needs 

Analyzing the data from RICs resulted in eight core themes (see Table A5 in 

the Appendix). The most prominent theme, Explicit Human-Check, was cited 

mainly by the ESP policymakers and the instructors, who underscored the 

need for a verification stage between AI output generation and subsequent 

instructional use to safeguard accuracy, relevance, and learner cognitive 

engagement. The next most frequent themes included Scaffolded Prompting 

Strategies and Assessment Rubrics Fostering Engagement. The former, 

voiced mostly by the ESP instructors and the learners, highlighted the need 

for teacher-mediated prompt design to ensure semantic precision and 

alignment with ESP objectives, whereas the latter mainly reflected the 

instructors’ emphasis on cognitive processes beyond surface fluency to 

counter the risk of superficial output acceptance. Less frequent but 

noteworthy themes included Transparent AI Decision Paths, Context-

Specific Resource Repositories, Continuous Teacher Training, Real-time 

Error Flagging, Adaptive Feedback Loops, and Integration of Multimodal 

Inputs. 
 

Role-specific Concerns 

As Table A6 in the Appendix shows, overreliance was the most noteworthy 

concern of learners, instructors, and policymakers, who strongly believed that 

heavy use of AI-produced content would inevitably reduce learner autonomy 

and critical reflection. Bias in AI output was another concern voiced mostly 

by AI experts and ESP instructors, who underscored challenges that arise 
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when the tool produces culturally or contextually misaligned outputs. Another 

key concern of policymakers and learners was infrastructure challenges, such 

as inconsistent connectivity and unreliable hardware, which can hinder the 

equitable adoption of AI technologies. Privacy and confidentiality risks were 

the next concern area for ESP learners, who felt worried about unauthorized 

access to or misuse of sensitive data. Concerns voiced less frequently 

included language drift from ESP terminology, erosion of instructor 

authority, and ethical ambiguity in AI feedback. 
 

Role-specific Suggestions 

The thematic scheme that emerged from analyzing the RICs data (see Table 

A7 in the Appendix) resulted in several recommendations. The most 

noteworthy one made by the policymakers, instructors, and AI experts was to 

implement a formal human-check gate to ensure systematic verification of 

AI-generated content before learner submission, thereby maintaining 

instructional quality and ethical standards. The instructors and learners mostly 

emphasized designing scaffolded prompt templates tailored to discipline-

specific needs to foster precise and pedagogically aligned AI interactions. The 

policymakers and instructors also recommended having proper regard for 

continuous teacher training programs aimed at enhancing educators’ AI 

literacy and their capacity to evaluate AI outputs critically. Some of the AI 

experts and instructors suggested having foresight to enhance AI decision-

making transparency, emphasizing that explainability is crucial for building 

user trust. Furthermore, the learners and instructors jointly proposed that 

context-specific resource repositories and adaptive feedback mechanisms 

need to be designed to support personalized learning pathways. As another 

suggestion, a couple of the policymakers and learners suggested developing 

robust data privacy protocols to protect sensitive learner information within 

AI-enabled educational settings. 
 

Ethical Priorities 

Collectively working in mixed-role groups and using ECCs, the participants 

identified nine prominent cultural concerns grouped under four core themes. 
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The groups proposed several mitigations to overcome these core concerns 

(see Table 5).  

 

Table 5. Ethical Priorities and Mitigation Strategies 

Theme Code Mitigation Strategy 

Learner Data 

Privacy 

Data Storage and 

Privacy 

• Adopting LMS-integrated AI tools to 

prevent external data sharing 

• Anonymizing data before processing; 

securing explicit informed user consent. 

Unauthorized Data 

Access 

• Implementing strict access controls and 

role-based management 

• Encrypting data during transmission and 

storage. 

External Server Risks 

• Enforcing institutional security policies 

• Conducting regular security audits on 

external data handling. 

Academic 

Integrity 

Uncritical Use and 

Plagiarism 

• Establishing human-check gates and enforce 

academic honesty policies 

• Training users on ethical AI use. 

Source Attribution and 

Critical Thinking 

• Providing critical thinking and information 

literacy training 

• Clarifying plagiarism policies relating to AI-

generated content. 

Algorithm Bias  
Bias and Fairness in AI 

Outputs 

• Conducting regular audits and transparency 

mandates to detect and address AI bias 

• Educating users on recognizing and 

mitigating bias. 

Other 

Concerns 

Lack of Transparency 

in AI Functioning 

• Developing user-friendly documentation 

and visual explanations of AI processes 

• Offering frequently asked questions and 

ongoing user education. 

Digital Divide and 

Access Inequality 

• Implementing equitable access policies 

• providing offline or low-resource AI tool 

versions 

• Addressing digital literacy gaps. 

Security of 

Institutional Data 

• Deploying advanced security protocols, 

continuous monitoring, and automated 

encryption for sensitive institutional data 

protection. 
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Scenario Storyboards 

Thematic analysis of the ideal scenarios developed by the three groups 

revealed four core themes that reflect factors enhancing the effectiveness of 

AI integration. The problematic AI integration scenarios were also analyzed, 

and the resulting thematic scheme comprised four core themes that highlight 

challenges and risks hindering the effectiveness of the pedagogical model. 

Table 6 presents the results. 
 

Table 6. Thematic Scheme Drawn from Scenario Storyboard Analysis 

Scenario Type Theme Explanation 

Id
ea

l 
A

I 
In

te
g

ra
ti

o
n

 

Structured Scaffolding via 

Prompt Design 

Starting with clear and collaborative 

prompt setting ensures alignment with 

disciplinary expectations and supports 

learner autonomy 

Learner Agency and 

Engagement 

Successful outcomes correlate strongly 

with active learner involvement in revising 

AI-generated drafts informed by expert 

feedback 

Crucial Role of Human 

Oversight 

Implementation of human-check gates 

post-AI drafting is vital to intercept and 

amend errors, securing output validity and 

maintaining academic integrity 

Collaborative Iterative 

Revision Cycles 

Dynamic triadic exchanges among teacher, 

learner, and AI promote metacognitive 

growth, critical thinking, and content 

mastery 

P
ro

b
le

m
at

ic
 A

I 
in

te
g

ra
ti

o
n

 

Neglected Human-Check 

Controls 

Underuse or misapplication of review 

stages results in passing unverified AI 

content, propagating errors and dependency 

on AI 

Insufficient AI Accessibility 

and Competency 

Limited AI tools availability or inadequate 

user training exacerbates learner confusion 

and suboptimal draft quality 

Potential Cognitive Decline 

Excessive reliance on AI risks diminishing 

learners’ independent analytical capacities 

and linguistic skills 

Ethical and Equity Concerns 

Privacy protection, fairness in access to AI 

resources, and maintaining originality are 

pervasive concerns requiring institutional 

policy adaptation 
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Instructional Flowcharts 

The three instructional flowcharts plotted by the three mixed-role groups over 

Workshop 1, each capturing the unique instructional perspectives and 

priorities of its respective participants, were analyzed carefully and 

synthesized based on a comparative thematic analysis to develop a prototype 

for AI-enhanced ESP instruction flow. To this end, every single flowchart 

was examined meticulously by the researcher to detect both commonalities 

and group-specific variations in sequences, actions, and decision points. The 

shared actions, roles, and phases constituted the backbone of the prototype 

instructional model, whereas the diverging ones, either those showing 

conceptual overlapping or those representing a unique role, action, or flow, 

were regarded as consensus-making and discussion topics over Workshop 2. 

The prototype instructional flow is displayed in Figure 3.   

As illustrated in Figure 3, the instructional flow represents a cyclical 

process incorporating technological affordances into pedagogical routines. 

Informed by continuous professional developments and instructional 

supports, the iterative process commenced with prompt design and task set 

up, where ESP instructors and learners collaboratively embark on two 

successive activities: first, framing guiding prompts based on the targeted 

disciplinary context, linguistic focus, and task outcomes, and second, 

embedding the generated prompts into definite learning tasks tailored to the 

target ESP activities, such as developing discipline-specific problem-solving 

tasks, professional texts, and workplace communication scenarios. The 

process then continues with AI draft generation, where the AI generates the 

initial sketch of the required output. The draft is evaluated instantly, going 

through a human-check gate, where peers or ESP instructors assess the 

relevance and accuracy of the AI-generated output. Allowing learners to 

refine the text through iterative modification and resubmission, this 

evaluation and verification loop continues until the draft passes the human 

review stage. The process then advances as the verified draft moves to final 

submission by ESP learners. What concludes the process is the instructor 

assessment and feedback stage, in which learners receive feedback that not 
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only assesses their performance but also guides the design of future prompts 

and shapes their engagement with tasks.  

 
Figure 3. Thematic Categorization of ESP Stakeholders’ Data in Response to 

Research Question One 

 

Based on the prototype instructional flow and the thematic schemes that 

emerged from analyzing IRCs, TCCs, and SSTs, a prototype model for AI-

assisted ESP instruction was developed (see Figure 4). Comprising six 

interrelated phases, the prototype model represented a cyclical pedagogical 

workflow combining the expertise of instructors, the agency of learners, and 

the assistive capabilities of generative AI. 
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Note. The cycle repeats for iterative improvement and further tasks  

Figure 4. Prototype Model for AI-assisted ESP Instruction 

 

Workshops 2 and 3 Results 

The results drawn from the second and third workshops, which were intended 

to refine and finalize the prototype model, respectively, are displayed in Table 

7.  
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Table 7. Results Drawn from Workshop 2 Data Analysis 

 Strand Theme Refinement 

W
o

rk
sh

o
p

 2
 

Expansion 

Scaffolding Revision 

Cycles 

Minimum two iterative cycles; checklists for 

content, language, and discipline‐specific 

accuracy 

Ethical Literacy 

Integration 

Micro-reflections integrated within revision 

loop; aligned with academic integrity rubric 

Audit Trails & 

Transparency 

New Audit Trail (Explainability Record) 

node; dotted links to learner revision and 

instructor review 

Ambiguities 

Criteria for 

Reflection 

Clarification (no structural change) → 

Triggered at each major revision and at final 

submission; prompts standardized 

Teacher vs. AI 

Facilitation 

Clarification (no structural change) → AI = 

generative support; teacher = interpretive 

oversight (explicit labels in model) 

Divergences 

Scope of Human 

Oversight (single vs. 

dual human-check) 

Agreement on dual human-check with 

evaluation-mapped criteria; time-cost 

mitigated via lightweight peer gate + targeted 

instructor gate 

Ethical Self-

Reporting 

Embedded micro-reflections inside the 

revision loop (≤100 words) instead of a 

standalone task 

Placement & 

Sequencing of 

Review Checkpoints 

Final sequence set to: AI draft → Peer gate → 

Learner revision → Instructor gate → Final 

submission 

W
o

rk
sh

o
p

 3
 

Institutionalization 
Teacher Training & 

Record-Keeping 

Added Institutional Record & Continuous 

Teacher Training node branching from 

Instructor Assessment; standardized 

reporting templates; alignment with 

departmental QA cycles 

Ethical Safeguards 
Bias Awareness & 

Fairness 

Inserted Bias Awareness & Fairness Audit 

gate immediately before Instructor 

Assessment; bias-note field added to Audit 

Trail 

Learner 

Empowerment 

Agency via Iterative 

Revision 

Retained and codified minimum two revision 

cycles; rubric dimension on independent 

reasoning and source triangulation 

Pedagogical 

Enhancement 

Multimodal 

Feedback Loops 

Expanded Assessment & Feedback to branch 

into Text / Audio / Visual feedback; learner-

preferred modality recorded in audit trail; 

accessibility noted 

 

The data drawn from the review, refinement, and expansion of the initial 

prototype in Workshop 2 were structured around three main strands: 

divergencies carried over the first workshop, potential areas for expansion, 
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and ambiguities in task boundaries and role definitions. On the other hand, 

the finalized comments made to maximize the contextual relevance and 

practicality of the refined model in Workshop 3 were grouped into four 

groups, including institutionalization, ethical safeguards, learner 

empowerment, and pedagogical enhancement. Table 7 provides a summary 

of the thematic results drawn from these workshops and the changes made in 

the initial and refined model.   

The improvements from Workshop 2, specifically activating both 

human-check gates in sequence, weaving micro-revisions into existing 

cycles, and establishing clear audit trails, were folded into the polished 

prototype model. This model served as the basis for Workshop 3, convened 

as a consensus forum to validate and finalize the design. Results from this 

concluding phase, distilled into four thematic priorities, are reported in Table 

7. The consensus session affirmed institutional viability and identified four 

subsequent mandates: institutional record-keeping and teacher development; 

a formal checkpoint for bias-awareness; the safeguard of learner agency via 

at least two revision cycles; and the delivery of multimodal feedback. The 

approved directives were operationalized in the production model by 

embedding an institutional node (records/training), anonymizing learner data 

before instructor assessment, maintaining the iterative revision cycle with 

rubric-based agency criteria, and branching output into text, audio, and visual 

forms. These cumulative modifications converged into the finalized 

production model, as illustrated in Figure 5 
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Figure 5. Finalized Model for AI-assisted ESP Instruction (Post-Workshop 3) 

 

DISCUSSION 

The present study pursued two interrelated aims: (a) to map Iranian ESP 

instructors’ and learners’ perceptions, needs, and contextual challenges 

regarding generative AI integration, and (b) to co-design a contextualized, 

sustainable pedagogical framework through intensive stakeholder 

participation. The discussion is therefore structured around these two 

objectives. 
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Perceptions, Needs, and Contextual Challenges in AI-

enhanced Iranian ESP Education 

The analysis surfaced two distinct but mutually illuminating sets of views 

among the ESP students and their instructors. Learners oriented toward the 

application of generative AI sought individualized micro-scaffolding 

contextualized to specific disciplines, along with explicit writing support, 

regarding the technology primarily as a tactical resource for immediate gains. 

This behavior substantiates claims that AI-centric micro-adaptive scaffolding 

is a core pedagogical asset (Nguyen, 2025; Weng & Fu, 2025) and 

harmonizes with sociocultural emphases on the ZPD concept in situated 

contexts (Lantolf & Thorne, 2006; Vygotsky, 1978). Furthermore, it is in line 

with nascent studies that argue discipline-specific tailoring can amplify 

learner autonomy (Elmotri et al., 2025). In contrast, the ESP instructors 

foregrounded controlled prompting, principled assessment 

reconceptualization, and a developing ethics literacy agenda as mechanisms 

to preserve academic integrity and pedagogical alignment. Their caution 

tracks well-documented threats of automation bias and epistemic 

unreliability, as well as the potential for both students and educators to lose 

agency (Artyukhov et al., 2025; Luckin et al., 2016). The disparity between 

the ESP instructors and learners corroborated the empirically validated (e.g., 

Petricini et al., 2025; Zipf et al., 2025) role-specific perceptions in ESP 

settings, showing that, unlike instructors’ high regard for institutional and 

epistemic gains, learners mostly prioritized their immediate learning 

attainments.  

On a wider canvas, the findings revealed the distinctly situated 

trajectory of AI in Iranian ESP instruction. As evidenced by prior evidential 

data (e.g., Hosseini Moghadam, 2023; Mostafavi et al., 2021), the learners’ 

pleas for learning personalization and customization accentuated persistent 

aspirational intimidation for flexibility within entrenched, exam-centric 

epochs, whereas the instructors’ demands for ethical literacy signal a 

hesitance to repose confidence in structures that are already plausibly fissured 
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by concerns over authorship and credential integrity. Likewise, the issue of 

differential access echoed global debates on the digital divide (Dolba et al., 

2023; Pawar & Khose, 2024). However, the concern may take on an even 

sharper resonance in the Iranian context of infrastructural fragility (Hosseini 

Moghadam, 2023; Mostafavi et al., 2021). 

Notwithstanding the differences in role-specific needs and challenges, 

the views of stakeholder groups converged on the potential risks of epistemic 

authority negotiation, AI overreliance, and the persistence of digital inequity. 

These shared concerns, however, were voiced from varying viewpoints by the 

two stakeholder groups. The learners were concerned about the detrimental 

role of AI dependence in the knowledge mastery path, whereas the 

instructors’ concerns were rooted in their concern for their eventual loss of 

authority. This asymmetrical concern, despite shared ethical considerations, 

necessitates a multifaceted AI integration process. Such an approach counters 

the hazard densely emphasized in the literature: technology adoption without 

due regard for risks and role-specific nuances could exacerbate fragmentation 

and reinforce inequality (Luckin et al., 2016). 

Overall, the context-specific needs, perceptions, and challenges 

articulated by key stakeholders of an AI-enhanced ESP pedagogy in the 

Iranian academic setting were largely influenced by context-driven 

systematic inequities and professional vulnerabilities. It seems quite 

reasonable to acknowledge that AI adoption demands and challenges in the 

specific context of Iranian ESP pedagogy are hardly compatible with the 

findings of previous studies in settings (e.g., Nguyen, 2025; Wu, 2024), where 

digital access is widespread and infrastructures can easily meet the ongoing 

demands of such a blended instructional approach. The literature is replete 

with comparative evidence showing that while frameworks in Europe and 

East Asia prioritize innovation, this region foregrounds ethical governance 

and equity, offering transferable lessons for AI integration in the Global South 

(Giannakos et al., 2024; Holstein et al., 2019). All in all, aligned with 

evidential data (e.g., Marchena Sekli et al., 2024; Zaim et al., 2025) that 

emphasize due regard for contextual peculiarities and stakeholders’ reflective 
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engagement while conceptualizing and implementing AI-assisted education 

as a safeguard against superficial adoption, the study’s findings emphasize on 

co-designing a context-relevant model of AI-assisted ESP pedagogy. 
 

Co-Designed Model for AI-Assisted ESP Instruction 

As its second inquiry domain, the study explored an AI-enhanced ESP 

instructional model contextually suited to the Iranian higher education 

context. The emergent model proved to be anchored on recursive phases 

where all components influenced and adjusted to one another in an iterative 

loop. The first phase involved the joint crafting of task prompts, where 

instructors and learners are to articulate performance criteria together and 

select disciplinary content and language features while framing the AI as a 

partner lifted by a broad co-leadership in task design. Next, the system 

generates an initial version of content, obliging the AI to log its reasoning, 

thus creating a map of inference decisions for future scrutiny, a safeguard 

known as the explainability portfolio. Two human checkpoints follow in 

sequence: a peer revision round that encourages collaborative diagnosis, 

redistributing cognitive effort and tempering reliance on the machine, and a 

teacher approval phase that guarantees the content’s disciplinary soundness 

and its fitness to institutional ethics criteria. Between these checkpoints, 

iterative drafts enter an adaptive revision phase, in which students polish texts 

with targeted multimodal feedback, such as graphics, sound annotations, or 

video micro-lessons, selected by each learner’s operational preference. 

Embedded in each version is a micro-ethical question, nudging the writer to 

confront issues of originality, algorithmic bias, and equitable representation 

of represented groups. The loop is finally concluded by institutional archiving 

of outputs and by real-time updates to the training database for teachers, thus 

ensuring that the design can embed, endure, and evolve within the 

university’s evolving policy. 

An accurate reflection on this pedagogical route could imply its 

complex nature, encompassing both theoretical concepts and embodied 

experiences. The first stage, co-constructed prompt design, proved consistent 
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with the SCT, acknowledging the scholarly contention that adopting GenAI 

integrates AI-mediated learning into learners’ ZPD through collaborative 

inquiry and guided mediation to enhance cognitive and affective engagement 

(Roshan et al., 2024; Shrestha et al., 2025). On the other hand, the dual 

human-check cycle solidifies the tenets of TPACK, integrating state-of-the-

art technological affordances, subtle paths of sound pedagogy, and discipline-

specific knowledge hints. The triangulation of knowledge resources, as noted 

by Mishra and Koehler (2006), can help ensure that the output of any working 

model demonstrates both fluency and accuracy. 

One probable justification for the model’s practicality in the Iranian 

ESP context may lie in achieving a working compromise between the 

systemic restrictions faced and the educational objectives set. Due to 

infrastructural deficiencies, centralized exams, and differences in digital 

literacy, the use of AI is not thoroughly viable as an educational tool within 

Iran’s education system. AI’s limitations, combined with the dual human-

check cycle, audit trails, and ethical self-reporting, could alleviate some of 

the disadvantages associated with inequality while maintaining reliability. 

The model also offered other potential benefits to consider. For instance, 

through formal teacher training and multi-modal feedback systems, gaps in 

learner accessibility and professional preparedness in the Iranian ESP context 

(Ghiasvand et al., 2024; Roshan et al., 2024; Shrestha et al., 2025) can be 

bridged, resulting in systemic resiliency and long-term sustainability. 

Adaptive revision, carried out in multimodal circuits of feedback, 

preserves space for learners’ own metacognitive monitoring and fills the gaps 

in contemporary digital literacies often identified in the existing literature 

(e.g., Ghiasvand et al., 2024; Holstein et al., 2019). Finally, ethical micro-

reflections and audit trails embedded in the model iteratively operationalize 

human-centered AI principles, fostering learners’ critical interrogation of 

generative horizons and the development of ethical fluency within clear 

landscapes (Derakhshan et al., 2025; Pawar & Khose, 2024; Zhyhadlo & 

Zaiarna, 2025; Zipf et al., 2025). Institutionalization through continuous 

teacher training and record-keeping may also embed the model into 
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organizational practice, aligning it with previous literature that supports the 

efficacy of such practices (e.g., Dolba et al., 2023; Luckin et al., 2016; 

Maghferat et al., 2024; Parviz, 2024) and alters it from a classroom-level 

experiment into a systemic framework adaptable to similar ESP contexts 

worldwide. 

The co-designed, multi-layered model, which emerged to shed light 

on AI integration in an Iranian ESP context, may offer critical pedagogical, 

theoretical, and institutional implications. Pedagogically, within this model, 

learners are positioned as co-agents. Nevertheless, instructor authority is 

preserved, as the integrated AI-supported system employs dual human 

oversight, adaptive revisions, and multimodal feedback to enhance domain-

specific competencies, foster learner autonomy, and mitigate plagiarism or 

epistemic errors, emphasizing process-oriented assessment aligned with ESP 

goals (Holstein et al., 2019; Weng et al., 2024; Xia et al., 2024). Theoretically, 

it mobilizes the SCT and TPACK through a combination of scaffolding, 

iterative “prompting,” micro-reflections, and audit trails, whereby a dual-

layer feedback and gatekeeping model, ethically framed and embedded in 

both the learning and institutional fabric, provides feedback within learning 

contexts (Mishra & Koehler, 2006; Zhyhadlo & Zaiarna, 2025). The model 

also appears compatible with the Iranian institutional context, as it accounted 

for AI literacy and ethical training within professional teaching frameworks, 

executing equity-focused infrastructure, and addressing digital divides in 

Iranian ESP contexts, as the context-specific peculiarities of the local context 

under investigation (Ghiasvand et al., 2024; Roshan et al., 2024; Shrestha et 

al., 2025). 
 

CONCLUSION AND IMPLICATIONS 

This research developed a context-specific, co-designed framework for the 

application of GenAI in ESP instruction in Iran, ensuring the approach is 

pedagogically sound, ethically sensitive, and institutionally sustainable. The 

model constructed through stakeholder participation included prompt 

scaffolding, dual human-check gates, ethical self-reflective revision cycles, 
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and multimodal feedback coupled with ongoing teacher training, thus 

integrating innovation with human and ethical dimensions. By emphasizing 

learner autonomy, instructor guidance, and institutional infrastructure, the 

research illustrated that the effective integration of GenAI in ESP is not a 

function of technological features alone, but requires an intentional blending 

of pedagogy, ethics, and context. The research offered a comprehensive 

practical blueprint for Iranian ESP teaching while providing a model for 

similar educational settings attempting to integrate AI technologies in a 

context-sensitive manner.  

While proceeding to the final model, the research faced several 

limitations. The focused sample drawn from four branches of Islamic Azad 

University overlooked broader perspectives. The qualitative, design-based 

approach to data gathering limited a comprehensive assessment of learning 

outcomes. The use of self-reported data and participatory artifacts may have 

resulted in biased interpretations. Further studies may focus on longitudinal 

studies on classroom trials of the model, studies on incorporating AI into 

developing assessment methods and equity-focused initiatives, cross-

institutional studies to test the model’s scalability, and comparative studies 

contrasting the model’s components and flow with those suited to the Global 

North contexts. These scientific endeavors would provide authentic evidence 

of the model’s effectiveness, help adapt it for different contexts, and support 

the delivery of ESP education in an inclusive and ethically responsible 

manner through the integration of AI. 
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